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What software developers want

Source: Databricks, Apache Spark Survey 2016, Report
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mission
Help companies speedup their applications 

by using accelerators (FPGAs) seamlessly

How? 

Unique InAccel FPGA orchestrator

Automated deployment, scaling

and management of FPGA 

clusters
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Main challenges of FPGAs

Hard to develop accelerators Solved

Hard to scale-out (kernels/cards) ?

Hard to share (process/users/apps) ?

Hard to deploy/invoke kernels ?
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InAccel Products (Accelerators as IP)
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ÅLogistic Regression

ÅK-means Clustering

ÅNaïve-Bayes

ÅFAISS (Similarity search)

ÅXgboost

Speedup

15x

14x

5x

2x

6x

Cost reduction

4x

4x

2x

1.5x

2x

https://github.com/inaccel

https://github.com/inaccel
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Current limitations for FPGA deployment

Currently only one application can talk to 

a single FPGA accelerator through 

OpenCL

Application can talk to a single FPGA. 

Complex device sharing

ÅFrom multiple threads/processes

ÅEven from the same thread

Explicit allocation of the resources 

(memory/compute units)

User need to specify which FPGA to use 

(device ID, etc.)

App1

Vendor drivers

Single FPGA
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From single instance to data centers

Easy deployment

Instant scaling

Seamless sharing

Multiple-users

Multiple applications

Isolation

Privacy
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Scalable Orchestrator for FPGA clusters

InAccel Coral

Resource Manager

InAccel Runtime

-Resource isolation

Applications

FPGA drivers

Server

FPGA

Kernel

Seamless invoking from C/C++, Python, Java 

and Scala. No need for OpenCL

Automatic configuration and management of 

the FPGA bitstreams and memory

Seamless sharing of the FPGA cluster from 

multiple threads/processes/applications/users

Fully scalable: Scale-up (multiple FPGAs per 

node) and Scale-out (multiple FPGA-based 

servers over Spark)

Automated Deployment, Scaling and 

Management of FPGA clusters
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FPGA bitstream repository

12

FPGA Resource Manager is 

integrated with Jfrog

bitstream repository that is 

used to store FPGA 

bitstreams

Application FPGA bitstream

repository

FPGA cluster

Single command

https://store.inaccel.com

https://store.inaccel.com/
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FPGA repository - artifact

Artifact: JSON file + bitstream

Vendor

FPGA cards

Version

Kernels

Arguments
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FPGA repository CLI

Simple CLI interface for the local repository

Local repository can fetch artifacts from external links (e.g. Xilinx or InAccel 

repository) with proprietary artifacts
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Local Server

repository

InAccel Remote 

repository (e.g. ML)

Enterprise

Repository

(e.g. Xilinx Vitis)
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Compatible with any Xilinx Vitis libraries

Generality

Build your own repository of 

accelerators.

InAccel provides a stack of cores 

including Machine Learning. You can 

combine all these libraries, along with 

your own ones, seamlessly in the same 

application.

Test it with any Xilinx 

Vitis/SDAccel example
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https://docs.inaccel.com/latest/manager/examples/

https://docs.inaccel.com/latest/manager/examples/
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Simple invoking, deployment 
No need for OpenCL
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ÅMuch simpler invoking

ÅSoftware-alike function invoking

ÅNo need for OpenCL directives

ÅSame API for C/C++, Java, Python

ÅNative API

https://github.com/Xilinx/Vitis_Accel_Examples/blob/master/hello_world/src/host.cpp

No need to allocate buffers

No need to specify bitstreams

No need to program specific device

https://github.com/Xilinx/Vitis_Accel_Examples/blob/master/hello_world/src/host.cpp
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Instant scaling
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Distribution of multi-
thread applications 
to multiple clusters

With a single 
command

https://docs.inaccel.com/

Kernel1

Kernel0

Kernel1

Kernel0

Kernel1

Kernel0

f()f()f()f()

FPGA bitstream

repository


